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Abstract. The successful application of Case-Based Reasoning (CBR)
depends on the availability of data. In most manufacturing companies
these data are present, but distributed over many different systems. The
distribution of the data makes it difficult to apply CBR in real-time, as
data have to be collected from the different systems. In this work we
propose a framework and algorithm to efficiently build a case represen-
tation on-demand and solve the challenge of distributed data in CBR.
The main contribution of this work is a framework using an index for
objects and the sources where data about those objects can be found.
Next to the framework, we present an algorithm that operates on the
framework and can be used to build case representations and construct
a case base on-demand, using data from distributed sources. There are
several parameters that influence the performance of the framework. Ac-
cordingly, we show in a conceptual and experimental evaluation that in
highly-distributed and segregated environments the proposed approach
reduces the time complexity from polynomial to linear order.

Keywords: CBR frameworks · Case representation · Case base building
· Distributed systems · Industry 4.0 · Semantic Web

1 Introduction

One of the challenges identified for Case-Based Reasoning (CBR) research is
the acquisition of cases from raw data [11]. In complex manufacturing settings
numerous different systems are used, that typically operate independently, in
which these raw data are stored. Especially in Industry 4.0 with the digitization
of individual assets, for example using the Asset Administration Shell (AAS) [20],
data will be highly distributed. On top of that data from multiple companies
along the supply chain might be required. This distribution poses a challenge
of collecting the data from the relevant sources. One solution to make these
distributed data available for CBR is to push all data to the CBR system at
the moment they are generated. However, this means duplicating large amounts
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of data, the majority of which might not be relevant. Duplicating data can
be avoided by only storing the data in the source systems and collecting the
data on-demand, i.e. during case retrieval. The challenge in on-demand data
collection is to minimize the time it takes to collect the data and construct
the case base. A good example where those problems are seen is the handling
of manufacturing quality incidents [4]. Those incidents are related to a small
fraction of produced objects and data from many different systems is required to
analyze them. Generating a case representation in such scenarios often requires
significant manual effort and is based on a fixed structure, see for example [8].

To solve the challenge of distributed data, we propose a framework in which
only information about what sources contain data about what objects is stored
centrally. Specifically, all relevant objects are indexed with pointers to the sources
where data about those objects can be found. The case model (also referred to
as case structure or vocabulary), which defines the object classes as well as the
properties (relations and attributes) required to describe a case, can be used to
select the relevant objects. We identify multiple dimensions that impact the time
complexity of the problem. In both a conceptual and experimental evaluation we
show how the proposed algorithm performs compared to an approach with no in-
dex, taking into account the identified dimensions. Finally, we demonstrate that
the proposed framework and algorithm reduce the time complexity significantly
and enable real-time building of case representations.

The remainder of this work is structured as follows. First, we will introduce
the related work in Section 2. Subsequently, Section 3 describes the proposed
method in more detail, followed by a conceptual evaluation in Section 4. Section 5
presents our implementation based on Semantic Web Technologies and Industry
4.0 concepts, including an experimental evaluation of its performance. The last
sections contain a discussion, a conclusion with a summary of the findings and
ideas for future work.

2 Related Work

In this section we look into related research on distributed systems in CBR and
approaches for collecting data from distributed sources.

One of the architectural patterns in CBR is distributed case-based reasoning
[21]. In distributed CBR systems the cases are stored in multiple distributed
sources (knowledge bases). Distributed CBR systems are applied to several do-
mains. Pla et al. [19] propose a CBR system for medical diagnosis, whereas Tran
et al. [27] for fault management in communication networks. On the other hand
Clood CBR [18], SEASALT [1,2], jcolibri2 [23] and F-CBR [16] are domain in-
dependent frameworks for sharing and retrieving knowledge. The frameworks
use a modular and agent- or microservices-based design, where the cases are
distributed over multiple case bases and the main challenge is to retrieve similar
cases from those distributed bases. In contrast, we consider a situation where
the data for one case is split over multiple sources and the main challenge is to
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collect the data from the distributed sources, build the case representation(s)
and construct the case base in an efficient way.

Most work on collecting data from distributed sources is about the develop-
ment of efficient federated query engines. The main challenge here is to efficiently
query multiple (distributed) data sources. The engines operate over distributed
servers that expose data. The main engines developed are FedX [25], SPLEN-
DID [12], and SemaGrow [9]. All of them use information and metadata about
the federated data sources to optimize the query plan. The generation of the
query plan introduces quite some overhead, which limits the performance of the
engines. The federated query engines are often optimized to execute analytic
style queries that operate over large parts of the data set. However, in CBR we
are often interested in only a small fraction of the data set for describing cases.

Verborgh et al. [28] propose a framework for more efficient querying of dis-
tributed sources, that aims to balance the costs between the client and server.
Different link-based traversal algorithms are proposed for querying those sources
[26,28]. The main idea is to iterate through the sources to discover the data
matching query patterns. The query engine does not know beforehand what
objects are present in what sources, therefore all sources have to be requested,
which will limit the performance when there are many sources. In comparison to
our approach, federated query engines support more complex queries, but this
comes at the cost of more complex and less efficient data collection.

An alternative to the federated query engines is Linked Data crawling [10].
Those crawling approaches assume that every source contains pointers to the
other sources where data about certain objects can be found, such that software
agents can autonomously query and discover the data sources. In large manu-
facturing organizations there are often many different legacy and siloed systems,
that do not have the required pointers to other systems.

3 On-demand and Model-driven Case Building

In Section 3.1 the conceptual framework that supports on-demand case building
is described along with the notation that is used throughout the paper. This is
followed by a description of the algorithm in Section 3.2.

3.1 The Framework

Figure 1 gives an overview of the framework and notation we use to refer to
parts of the framework, which is further elaborated in Table 1. The framework
consists of three parts: a set of data sources, a case data model and an index. We
will discuss the parts one by one. The data sources are the distributed systems
where data about objects is stored that are relevant for a case. These sources
can be large databases that contain data about many objects, or systems that
serve data for a small set of objects. In a manufacturing setting an object can
be a specific machine and data about this machine can be stored on some local
server. The case representation model or vocabulary defines what type of data
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Fig. 1. Framework and notation.

Fig. 2. Illustration of the framework based on an example.

(classes, relations and attributes) should be used to describe a case and defines
the structure of the case base. In this work we consider an object-oriented case
representation [5,6] that consists of a collection of objects that belong to a certain
class, are described by a set of attribute-value pairs, and are related to each other
by a set of relations. Note that relations are a special case of attribute-value pairs
with a value referring to another object. Because the relations play an important
role in the framework, we distinguish the relations from the simple attribute-
value pairs (that have a literal value). For example, in a manufacturing setting
with quality incidents the case model might consist of the classes ‘product’ and
‘machine’, with relation ‘produced on’. In the remainder of this work we will
ignore the simple attributes. We assume that every object together with its
simple attribute-value pairs can be retrieved in one request and therefore do not
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impact the complexity of the problem. The last component of the framework
is the index that relates the data model to the data sources and can be used
for efficient on-demand building of the case base according to the case model
with data from the distributed sources. For that purpose the index will contain
pointers to the data sources, where we consider indexing the sources on object-
or class-level. The object-level index contains pointers for every object, while
the class-level index only contains pointers for every class in the model. An
example of the framework applied to a typical manufacturing setting can be
found in Figure 2. Generating and updating the index is implementation specific.
In Section 5.1 we describe the Industry 4.0 and Semantic Web [7] technologies
that are used in our implementation.

Table 1. Overview of notation

Model
C set of classes
L set of relation labels
A ⊆ C × C × L set of (directed) relations between classes (C) with label (L)
Instance
O set of objects
t : O → C type of object (assignment to a class)

E ⊆ O ×O × L
set of relations between objects (O) with label (L)

if (o,m, l) ∈ E, then (t(o), t(m), l) ∈ A
S = {S1, ..., Ss},

where Si ⊆ E
set of data sources with relations stored in every source

Index

ic : C → P(S)3 pointer from class to source(s) where data about
objects of that class can be found

io : O → P(S)3 pointer from object to source(s) where data about
that object can be found

3.2 Algorithm

The next step is the definition of the algorithm to construct a case base with data
from distributed sources. The index is used to target the relevant data sources
to collect data from, which will reduce the number of requests required for the
construction. Algorithm 1 takes as arguments the set of objects of interest to
build a case representation for (Oquery) and the case model, consisting of classes
(Ccase ⊆ C) and relations (Acase ⊆ A). Starting from the objects of interest,
the algorithm iterates over the objects it encounters until no new objects of
interest for the case base are found (line 7). For each object it encounters (line
10), all sources where data about those objects are stored (line 11) have to be
checked. The relevant sources can be retrieved from the index, in Algorithm 1
3 P(S) denotes the power set of S.
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Algorithm 1 Model-driven case building
1: Input
2: Oquery ▷ set of objects of interest
3: Ccase ▷ set of classes in the case model
4: Acase ▷ set of relations in the case model
5: Obase ← ∅
6: Onext ← Oquery

7: while |Onext| ̸= ∅ do
8: Oselected ← Onext −Obase

9: Onext ← ∅
10: for all o ∈ Oselected do
11: for all Sk ∈ io(o) do
12: Oforward ← {m|(o,m, l) ∈ Sk ∧ t(m) ∈ Ccase ∧ (t(o), t(m), l) ∈ Acase}
13: Obackward ← {m|(m, o, l) ∈ Sk ∧ t(m) ∈ Ccase ∧ (t(m), t(o), l) ∈ Acase}
14: Onext ← Onext ∪Oforward ∪Obackward

15: end for
16: Obase ← Obase ∪ {o}
17: end for
18: end while
19: return Obase

the object-level index is used, so it checks what sources are in the index for an
object o (io(o)). Alternatively, the class-level index can be used, in that case the
sources are selected by checking the sources for the class that an object belongs
to (ic(t(o))). For a given source, the next objects to explore are retrieved by
checking the relations to other objects that are stored in the source. For forward
trace the relations are selected where o is the origin (line 12), thus following
the direction of the relations. Following the relations in the opposite direction,
with o as the target (line 13), we refer to as backward trace. Furthermore, only
relations that are present in the case model (Acase) and objects that belong to a
class in the case model (t(m) ∈ Ccase) are of interest. Both the objects retrieved
in forward and backward trace are selected for the next iteration. The last step is
to add the object (and its attribute-value pairs) to the case base on line 16. Once
the algorithm terminates it returns the constructed case base (Obase), which is a
union of the case representation for the objects of interest: Obase =

⋃
o∈Oquery

co,
where co is the set containing the representation of one case for an object o.

For example, suppose there was some incident with Order1 from Figure 2 and
we need to build a case representation for it. The representation should contain
the workstation, the order it was assigned to and the part worked on by that
order. Algorithm 1 is then initiated with Oquery = {Order1}, Ccase = {Order},
and Acase = {(Order, Workstation, allocatedTo), (Order, Part, part)}. In the
first iteration of the algorithm there will be a request to Source3, resulting in
Onext = {WorkStation1, Part1} and Obase = {Order1}. The next iteration will
request Source1 and Source5, with result Onext = ∅ and Obase = {Order1,
WorkStation1, Part1}. After this iteration the algorithm terminates.
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4 Conceptual Evaluation

In this section we present a conceptual evaluation of the framework and algo-
rithm defined in the previous section. For the evaluation of the performance in
terms of time complexity, we compare the proposed method to a naïve approach.
The naïve approach assumes that there is no index and thus all sources have
to be checked. The other extreme is to duplicate all data to the case base in-
dependent of the case model and the objects of interest for case representation
(Oquery). In this work, we assume that duplicating all data is not feasible and it
is required to construct the case base on-demand. Therefore, we will focus on the
computational costs of case building in terms of the number of requests to the
distributed sources. In the evaluation the following dimensions are considered:

– Total number of objects (n = |O|);
– Fraction of objects of interest for the case base (p = |Obase|

|O| );
– Number of sources (s = |S|);
– Degree, which we define as the average fraction of sources an element in the

index has pointers to (d =
∑

o∈O

(
|{Sk|Sk∈S∧((o,m,l)∈Sk∨(m,o,l)∈Sk)}|

|S|

)
/|O|);

– Number of classes in the model (|C|).

Note that in practice there can be many other factors that impact the actual
time it takes to construct the case base, for example the network bandwidth.
However, we assume that in general those costs grow proportionally to the num-
ber of requests, and therefore a lower number of requests means lower costs and
better performance.

Given the dimensions above, we will evaluate the costs, expressed in the
number of requests to sources (R), for three different protocols:

– naïve: no pointers, check all sources for a given object;
– object-level index: pointers for every object to sources for that object;
– class-level index: pointers for every class to sources for objects from that

class.

Note that for the conceptual evaluation we assume that there is no overlap
between case representations (

⋂
o∈Oquery

co = ∅). However, in the experimental
evaluation in Section 5 we will show that the amount of overlap between case
representations will have an impact on the number of requests.

First, let us consider the naïve approach. Using this approach there has to
be a request to every source (s) for every object that has to end up in the case
base (np), such that:

Rnaı̈ve = nps. (1)

Alternatively, if we use the proposed framework and Algorithm 1, only sd
sources have to be requested. Thus,

Rindex = npsd. (2)
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Note that if every object or class is present in every source, d = 1 and Rindex =
Rnaı̈ve.

In the evaluation we consider a highly distributed environment, where data
about each object is stored in a separate source, such that s = n. For this
scenario we will investigate three relations. The first one is shown in Figure 3a
where the number of sources and objects is fixed, such that if p increases, the
difference in costs between the naïve (Rnaı̈ve) and index-based approach (Rindex)
will decrease linearly. Secondly, we can see in Figure 3a that the difference in
costs is higher, when the data are more segregated between sources, thus if d
increases the difference in costs between the two approaches decreases. Finally,
when all objects can be reached using only forward trace, then d = 1/s and the
difference in costs between the two approaches will decrease polynomial in n (for
a fixed p). This is shown in Figure 3b.
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Fig. 3. Costs of building a case base in terms of the number of requests to sources (R).
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Fig. 4. Costs of building a case base in terms of the number of requests to sources (R),
comparing class- and object-level index (s = n and p = 0.1).

Next, we would like to quantify the difference between using the object- and
class-level index. If we consider only forward trace, the average degree for the
object-level index is do = 1

s = 1
n . Furthermore, if we assume that every object

belongs to one class, then this degree for class-level index is dc = n/|C|
n = 1

|C| .
This results in the following expressions for the costs using ic and io, respectively:
Ric = n2p 1

|C| = n2p
|C| and Rio = n2p 1

n = np. From those expressions, we can
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derive that the difference between the costs using the class-level index (Ric) and
the object-level index (Rio) will increase if the number of classes (|C|) decreases.
More specifically, it is beneficial to use the object-level index, unless n < |C|.
This is also visualized in Figure 4.

5 Experimental Evaluation

In this section our implementation of the framework, the experimental setup,
and results are presented. The experiments are conducted using our implemen-
tation of the framework that adopts the Industry 4.0 (semantic) AAS [3,13] and
Semantic Web [7] technologies as foundations. Therefore, also the data set is
inspired by a Industry 4.0 modular production use case. The first goal of the
experimental evaluation is to validate the implementation against the concep-
tual results and vice-versa. Subsequently, we will look at different scenarios with
overlapping case representations.

5.1 Setup

Implementation of the Framework In terms of the levels used in Figure 1,
‘Instance (data sources)’ are implemented as AAS server(s), so the data are ex-
posed according to the AAS model enriched with semantic identifiers accessible
on a server4. The ‘Model’ is defined in SHACL [17], which is a more recent ad-
dition to the Semantic Web stack that it is used more regularly to define models
and constraints in the manufacturing domain [15]. For the implementation of
the algorithm we use an agent-based system implemented in Python, where ev-
ery agent represents a specific source and maintains the ‘Index’ for that source.
For the experiments only the forward trace pointers are included. The index is
generated based on AAS metadata, consisting of the path where the data can
be retrieved and the semantic identifier, which corresponds to a relation label
(L) in the case model [24]. The index is updated based on events published by
the AASs.

The agent-based approach makes the system modular and scalable, as data
from different sources can be collected in parallel. Next to the AAS server and
the agent-based system that implements the algorithm, there is a graph database
(RDF [22] store) where all data collected by the agents is stored, and as such
forms a case base. Using a graph structured case representation fits naturally
with the structure of the AAS. However, for the implementation we made some
assumptions to limit the scope and complexity of the data integration. First, we
define the data set and sources, such that there is a straightforward mapping
from the data elements in the AASs to unique identifiers. Next to that, we only
consider ‘simple’ data types that can be one on one mapped to RDF literals.

4 https://wiki.eclipse.org/BaSyx_/_Documentation_/_Components_/_AAS_
Server

https://wiki.eclipse.org/BaSyx_/_Documentation_/_Components_/_AAS_Server
https://wiki.eclipse.org/BaSyx_/_Documentation_/_Components_/_AAS_Server


10 M. van der Pas et al.

Hypotheses The first goal is to validate the implementation against the con-
ceptual results from Section 4 and vice-versa. The validation should ensure that
we did not miss an important dimension or interaction in the conceptual evalu-
ation, which might occur in a practical setting. For this purpose we defined four
hypotheses that are formulated based on the conceptual evaluation. The first
three compare the costs for using no index (naïve approach) and the object-level
index, while the last hypothesis is designed to show the difference between using
the class- and object-level index.

H1 If p increases, the difference between Rnaı̈ve and Rindex will decrease.
H2 If d increases, the difference between Rnaı̈ve and Rindex will decrease.
H3 If s = n, the difference between Rnaı̈ve and Rindex will increase polynomial

in n.
H4 If |C| decreases, while n stays constant and there are multiple sources per

class, the difference between Ric and Rio will increase.

For the conceptual evaluation, we assumed that there is no overlap between
case representations. In the last experiments we will relax this assumption and
show the impact of having overlapping case representations (

⋂
o∈Oquery

co ̸= ∅)
when using the object-level index. More specifically, we look into how the system
behaves when there is overlap between the case representations for increasing
number of objects to build a case representation for. It is expected that more
overlap between case representations will reduce the number of requests. For
example, when multiple orders in the case base are related to the same worksta-
tion, then data about that workstation will only have to be collected once. To
test this hypothesis the average overlap between representations can be altered,
by varying the average number of relations per object in the data set ( |E|

|O| ). In
general, we can state that if the average number of relations per object is higher,
the probability that this object occurs in two distinct case representations is also
higher, as it is related to more other objects. For example, if a workstation is
related to all orders, it will occur in the case representation of each order and
the number of relations of that workstation is higher compared to when it is
related to only one order. The expected behaviour is captured in the last two
hypotheses:

H5 If there is overlap between case representations, R will increase sub-linear in
|Oquery|.

H6 If |E|
|O| is higher, the reduction in R due to overlapping case representations

will be lower.

Data Set For the evaluation of our methodology we use a simulated data set
describing a set of manufacturing assets, similar to the example in Figure 2. The
data set is based on an actual use case using an Industry 4.0 modular production
environment. In such an environment the objects are treated as independent
entities and have their own AAS. The complete data set consists of 272 Orders, 14
Workstations, 17 Parts, and 20 AGVs. Every order is related to one workstation
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with relation allocatedTo and one part with relation part. Furthermore, every
AGV is related to one or multiple parts (transported). All objects have their
own AAS, with multiple elements representing the relations to other objects. The
case model consists of all classes and relations, except AGV and transported.
The objects of interest for case representation are from the class Order.

For testing the different hypotheses we use different subsets of the data set
described above:

1. For the first hypothesis only orders are included (excluding the relations to
other objects), we can then vary the fraction selected for the case base (p),
by increasing the number of orders to build a case representation for.

2. For the second hypothesis, orders and their relation to workstations and
parts are stored in different elements of the AAS. The fraction of sources
each object is connected to (d) can then be altered by varying the connected
AAS elements.

3. For the third hypothesis again only orders are included, but now the number
of sources is altered by varying the number of orders that is included.

4. For the fourth hypothesis, different subsets of the data set are used to vary
the number of classes (|C|). The number of objects is constant, but they are
split over different classes.

Hypotheses 5 and 6 (overlapping case representations) require a slightly dif-
ferent setup. For testing those hypotheses we generated distinct data sets, while
utilizing the same underlying data model. In each data set a different number of
workstations and parts is included, but again each order is related to one work-
station and one part. This means that the number of relations remains constant,
but the average number of relations per object differs. An overview of the four
generated data sets can be found in Table 2.

Table 2. Description of the generated data sets for testing Hypotheses 5 and 6.

Scenario # Orders # Workstations # Parts Average # relations ( |E|
|O| )

1 272 272 272 1.19
2 272 94 10 1.85
3 272 92 10 2.53
4 272 1 1 3.97

5.2 Results

Hypothesis 1 The results of the experiments for Hypothesis 1 can be found in
Figure 5a. In accordance with the conceptual results, the number of requests, R,
grows linearly in p for both the index-based and the naïve approach. However,
there is a difference in the slope, which is equal to nds (= 272×1/272×272 = 272)
for the index-based approach, compared to ns (= 272 × 272 = 73984) for the
naïve approach.
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Fig. 5. Results of experiments testing hypothesis 1 and 3, including regression lines.

Hypothesis 2 Based on the results in Table 3 we can accept Hypothesis 2:
the number of requests for the naïve approach is constant if only d is varied,
while the requests increase linear in d when the index-based approach is used.
Therefore, the benefit of using the index will decrease if objects or classes are
present in an increasing fraction of all sources.

Table 3. Results for testing Hypothesis 2.

d 0.0037 0.0074 0.011 0.015
Rnaı̈ve 29376 29376 29376 29376
Rindex 27 54 81 108

Hypothesis 3 We can accept this hypothesis based on the results in Figure 5b.
The number of requests is linear in n for the index-based approach, but (second
order) polynomial for the naïve approach, which corresponds to the conceptual
results in Section 4 in a scenario with s = n.

Hypothesis 4 As can be seen in Figure 6, the number of requests when using
the object-level index is independent of the number of classes the objects are
distributed over, while the number of requests when using the class-level index
decreases when more classes are considered. These results correspond with the
findings in Section 4, and therefore we can also accept Hypothesis 4.

Hypotheses 5 and 6 The results are summarized in Figure 7. In Scenario 1,
where there is no overlap in case representation, similar behaviour is observed as
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Fig. 7. Results for the scenarios in Ta-
ble 2 (including regression lines).

in Figure 5a). Similarly, in Scenario 4 the number of requests increases linearly
for increasing number of cases, this can be explained by the fact that the same
workstation and part occur in all case representations, so the workstation and
part will be collected once the first case representation is built. The sub-linear
behaviour is especially clear for Scenario 2 with overlap between every two to four
case representations. In summary, the effect of overlapping case representations
increases with increasing number of cases and increasing average number of
relations per object.

6 Discussion

We found that the experimental results follow the conceptual results for the
computational complexity, which means the relatively straightforward expres-
sions can be used to extrapolate theoretical complexity from smaller instances
of the problem. The extrapolation can be used to evaluate bigger instances of the
problem without the effort to develop complex simulations. The worst-case per-
formance was observed for a highly distributed environment where every object
has its own data source. In this scenario the performance for the naïve approach
behaves polynomial versus linear if the proposed index-based approach is used.
Polynomial behaviour of order two is not by definition unacceptable, but on
industry scale the performance will rapidly decrease if every request takes a cou-
ple of milliseconds. Note that in the evaluations of the framework, the time and
effort to build and maintain the index itself are not considered. Both can be
achieved in different ways, but in general push-based (or event-driven) mecha-
nisms are especially efficient for such tasks [29], and we argue that those costs
are negligible in comparison to the cost savings that we found in our evaluation.
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Although in this work the focus is on manufacturing environments, the frame-
work can also be applied in other domains with distributed data sources that can
be integrated using some (semantic) model. One example is the Web, that is dis-
tributed by nature. Furthermore, many web pages embed semantic (meta)data
[14], which can be useful to include in a case representation that can be built
using the proposed framework.

For the implementation some assumptions were made to make the data inte-
gration less complex, but in practice there might be heterogeneity in data sources
and types. The advantage with the proposed framework and implementation is
that most of the data integration can be done client-side, which makes the CBR
system less dependent on the source systems. In comparison to federated query
engines, our framework and implementation does not support executing more
complex queries directly on the data sources. Instead, this could be an addi-
tional post-processing step, for example by executing a SPARQL query on the
constructed RDF case base.

7 Conclusion and Future Work

In this work we proposed a framework that enables efficient construction of a
case base from distributed sources. The main contributions are the model-based
index and the algorithm to construct the case base. We demonstrated both
conceptually and experimentally that the benefit of using the proposed index-
based approach is most significant for highly distributed environments, where
the complexity is reduced from polynomial to linear. Distributed environments
are seen in multi-national (manufacturing) companies and supply chains that
deal with big data volumes distributed over different locations and systems.
Therefore, we showed the benefits of applying the framework to a manufacturing
use case.

More research is required on integration of the framework in a complete
CBR system, especially the retrieval step. There are multiple approaches to this
integration, one option is to keep the representations of the cases in a central
case base once they are built, then only the data for a new case presented to the
system have to be collected from the distributed sources. An alternative is to
only store the main case object identifiers centrally and construct the complete
case base on demand, by collecting data describing the cases from the distributed
sources. Also a combination of both is possible.

The framework presented in this work only supports retrieving data from the
distributed sources, in contrast to distributed CBR frameworks which mainly
focus on case retrieval and case base maintenance. An interesting direction to
explore is how the framework proposed in this work can be combined with for
example the SEASALT framework [1]. Another opportunity is to integrate the
similarity computation in the framework. The algorithm can be adapted to stop
retrieving data when it concludes that certain cases will not be among the most
similar cases.
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